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Abstract
Suppose there is a spreading process propagating on a weighted graph. Denote the graph’s weight matrix as $W$. How would we reduce the number of nodes affected during the process? This question appears in recent studies about counterfactual outcomes of implementing edge-weight interventions on mobility networks (Chang et al. (2021)). A practical algorithm to reduce infections is by removing edges with the highest edge centrality, defined as the product of two adjacent nodes’ eigen-scores (Tong et al. (2012)). In this work, we design edge-weight reduction algorithms on static and time-varying weighted networks with theoretical guarantees. First, we prove that edge centrality equals the gradient of the largest eigenvalue of $WW^\top$ (over $W$) and generalize the gradient for the largest $r$ eigenvalues of $WW^\top$. Second, we design a Frank-Wolfe algorithm for finding the optimal edge-weight reduction to shrink the largest $r$ eigenvalues of $WW^\top$ under any reduction budget. Third, we extend our algorithm to time-varying networks with guaranteed optimality. We perform a detailed empirical study to validate our approach. Our algorithm significantly reduces the number of infections compared with existing methods on eleven weighted networks. Further, we illustrate several properties of our algorithm: the benefit of choosing $r$, fast convergence to the optimum, and a linear-scale runtime per iteration.

1 Introduction
Suppose there is a spreading process such as an epidemic propagating through a graph. Denote the graph as $G = (V,E)$. How would we reduce the number of affected nodes from $V$ during the spreading process? Many studies have considered this question in the network immunization literature [9, 8], motivated by considerations for controlling the outcome of the diffusion process [21]. A principal approach from the existing literature is to optimize spectral properties of $G$ with edge removal procedures. For example, Tong et al. [27] design algorithms to reduce the largest eigenvalue of $G$’s adjacency matrix by removing a budgeted number of edges. Le et al. [16] further study how to reduce the largest $r$ eigenvalues under a budget constraint of edge removals. In this work, we revisit the spectral optimization approach on weighted graphs. Let $W$ denote a nonnegative weight matrix corresponding to the edge weights of $G$. We consider edge-weight reduction with a budgeted amount $B$ that will create the most drop in the largest $r$ eigenvalues of $WW^\top$.

As an example, weighted graphs have appeared in recent studies about the pandemic. Chang et al. [5] study the counterfactual outcome of implementing edge-weight reduction strategies in mobility networks. Reducing edge weights in mobility networks corresponds to restricting the mobility of population groups.

An effective algorithm for optimizing the spectral properties of a graph is by examining edges with the highest centrality scores. Let $\lambda_1(W)$ denote the largest singular value of $W$ (notice that the largest eigenvalue of $WW^\top$ is equal to the square of $\lambda_1(W)$). Let $\vec{u}_i$ and $\vec{v}_i$ denote the left and right singular vectors corresponding to $\lambda_1(W)$, respectively. The centrality score of an edge $(i,j)$ is equal to $\vec{u}_i(i) \cdot \vec{v}_i(j)$, which are the $i$-th and $j$-th entry of each vector. Tong et al. [27] show that removing edges with the highest edge centrality scores effectively reduces $\lambda_1(W)$. Chen et al. [6] further quantify the approximation ratio of this approach with submodular optimization techniques (see also [24]). These works focus on the case of unweighted graphs, for which the spectral optimization problem is NP-hard [8]. Notice that in the case of weighted graphs, the weight of an edge can be reduced by a fraction. Yu et al. [31] apply gradient-based optimization for targeted diffusion which also applies to weighted graphs, with a stopping criterion until the gradient becomes close to zero.

To motivate our approach, we begin by observing that the edge centrality score is equal to the gradient of the largest singular value, up to a scale of $2\lambda_1(W)$:

$$\frac{\partial}{\partial W_{i,j}} \left(\lambda_1(W)^2\right) = 2\lambda_1(W) \cdot \vec{u}_i(i) \cdot \vec{v}_i(j).$$

Notice that the above corresponds to the rank-1 SVD of $W$. More generally, for any rank $r$, the gradient of the largest $r$ singular values can be efficiently computed via a rank-$r$ SVD of $W$. Based on the connection between edge centrality and gradients, we minimize the largest $r$ eigenvalues of $WW^\top$ via the Frank-Wolfe algorithm,
which involves direction finding and line search. We show an efficient way to find the descent direction by reducing edges with the highest edge centrality (see Theorem 3.1). We then recompute the eigenscores at each iteration, which is also related to the approach of Le et al. [16]. By comparison, our algorithm adapts to weighted graphs and is guaranteed to converge to the global optimum (see Theorem 3.2).

With the connection between edge centrality and gradients, we extend our algorithm to time-varying networks, which are sequences of graphs with evolving weight matrices. We provide the eigenscore for each edge of every graph in the sequence and design an algorithm for optimizing the largest $r$ eigenvalues of the product of all weight matrices in the sequence (cf. Prakash et al. [23, Sec. 4.2]).

We evaluate our algorithms by simulating an epidemic model on eleven weighted graphs. In the static case, our approach achieves on average 25.5\% improvement over baselines during SEIR model simulations. The largest singular value decreases by an average of 25.1\% more than the baselines. See Figure 1 for an illustration. Meanwhile, our approach is also effective for SIR and SIS models. Further, for several time-varying networks, our algorithm reduces the number of infections by over 6.9\%.

The rest of our paper is organized as follows. In Section 2, we formally define the spectral optimization problem on weighted graphs. Then in Section 3, we develop two algorithms for this problem on static and time-varying networks, respectively. We validate our approach with extensive experiments in Section 4. Lastly, we discuss several related literature in Section 5 and questions for future work in Section 6.

### 2 Preliminaries

**Problem setup.** Given a spreading process on a network, we are interested in designing algorithms to reduce the number of affected nodes. Let $G = (V, E)$ be a weighted and possibly directed graph. Let $V$ be the set of vertices and $E$ be the set of edges. We use $W$ to denote a non-negative weight matrix over the edges, with $W_{i,j}$ being its $(i,j)$-th entry. Suppose there is an arbitrary edge-weight reduction budget $B$. How should we allocate the budget across the edges?

To answer this question, we consider an eigenvalue optimization approach that has been the basis of prior works for unweighted graphs [3, 22, 27, 9]. The idea behind eigenvalue optimization approaches is to modify the weight matrix $W$ so that its largest eigenvalue is most reduced. We extend the eigenvalue minimization approach to weighted networks as follows. Let $M$ be an $n$ by $n$ matrix, where $n$ is the number of nodes in $V$. Given a rank $r$, let $\lambda_k(M)$ be the $k$-th largest singular value of $M$. We consider the following problem:

$$
\begin{align*}
\min_M & \quad f(M) = \sum_{k=1}^{r} (\lambda_k(M))^2 \\
\text{s.t.} & \quad \sum_{(i,j) \in E} (W_{i,j} - M_{i,j}) \leq B \\
& \quad 0 \leq M_{i,j} \leq W_{i,j}, \forall (i,j) \in E, \\
& \quad M_{i,j} = 0, \forall (i,j) \notin E.
\end{align*}
$$

After solving the above problem, we get a reduced weight matrix $M$ as the solution of our intervention strategy. Notice that we approach this problem from an optimization perspective. Questions including interpreting the solution would be interesting questions for future work. As a remark, the square of $\lambda_k(M)$ is equal to the $k$-th largest eigenvalue of $MM^T$. Thus,
the objective in equation (2.1) includes the top-$r$ eigenvalues (see also Le et al. [16]). The reason is because the other top eigenvalues could still affect the spreading process in subgraphs of $G$ [1, 12, 16, 31]. In Figure 2, we first illustrate that reducing the largest singular value of $G$ indeed reduces the number of infections during simulated spreading processes. In Section 4.4, we further demonstrate that having the freedom to choose the rank $r$ helps reduce the number of infections.

![Figure 2: The number of infections strongly correlates with the largest singular value of the graph: more infections are observed for higher values of $\lambda_1(W)$ (by rescaling $W$). The spreading rate is denoted as $p$.](image)

**Example.** To give an example of weighted graphs in epidemic spreading, we can consider mobility networks, which describe the movements from groups of individuals to locations. The graph is weighted by the number of movement records. For instance, Chang et al. [5] introduce a mobility-based modeling approach to fit the observed number of infections. Their approach involves fitting a metapopulation SEIR model with publicly available mobility records. Recall that an SEIR model uses four compartments to capture a spreading process: Susceptible (S), Exposed (E), Infected (I), and Recovered (R). Notice that in their case, the mobility network is bipartite: one side being points of interest (POIs) and the other side being census block groups (CBGs). One way to convert the weighted bipartite network to our problem setup is by joining the traffic across all POIs for every pair of CBGs via a matrix multiplication.

### 3 Spectral Optimization with Frank-Wolfe

We present a new algorithm to optimize problem (2.1) efficiently. We start by observing that the gradient of $f(M)$ is equivalent to the edge centrality scores. Then, we develop an iterative algorithm with an efficient inner loop that reduces edges with the highest edge centrality. Lastly, we extend our algorithm to time-varying networks.

**3.1 Edge centrality as gradient** To motivate our approach, we begin by reviewing the approach of Tong et al. [27], which introduces edge centrality to reduce $f(W)$ for the case of $r = 1$. The edge centrality score is defined as the product of the eigenvector scores from both ends of an edge. Let $X$ be any matrix. Let $\vec{u}_1$ and $\vec{v}_1$ be the left and right singular vector of $X$, corresponding to $\lambda_1(X)$. Then, for any edge $(i, j) \in E$, its edge centrality score is given by $\vec{u}_1(i) \cdot \vec{v}_1(j)$, where $\vec{u}_1(i)$ denotes the $i$-th coordinate of $\vec{u}_1$ and $\vec{v}_1(j)$ denotes the $j$-th coordinate of $\vec{v}_1$.

Edge-weight reduction can be viewed as a continuous relaxation of edge removal since the weight of an edge can be reduced by a fraction. Interestingly, we show that the edge centrality scores are equal to the gradient of the largest eigenvalue of $XX^T$ with respect to the edge weights up to scaling. As a result, we generalize edge centrality scores as the gradient of the largest $r$ singular values of $X$.

**LEMMA 3.1.** Assume that the singular values of $X$ are all distinct. Then, for any $1 \leq i, j \leq n$, the partial derivative of $(\lambda_1(X))^2$ with respect to $X_{i,j}$ satisfies

$$\frac{\partial ((\lambda_1(X))^2)}{\partial X_{i,j}} = 2\lambda_1(X) \cdot \vec{u}_1(i) \cdot \vec{v}_1(j).$$

More generally, for any $r = 1, 2, \ldots, n$, we have

$$\frac{\partial ((\sum_{k=1}^{r}(\lambda_k(X))^2)}{\partial X_{i,j}} = 2\sum_{k=1}^{r}\lambda_k(X) \cdot \vec{u}_k(i) \cdot \vec{v}_k(j).$$

Above, $\vec{u}_k$ and $\vec{v}_k$ are the left and right singular vectors of $X$ corresponding to $\lambda_k(X)$, and the indices correspond to entries of the vectors. The proof of Lemma 3.1 is presented in Appendix A. Given a weight matrix $W$ of a network, we compute the edge centrality scores via the best rank-$r$ approximation of $W$ as $\hat{W}_r$. Let $(\hat{W}_r)_{i,j}$ be the edge centrality score of edge $(i, j) \in E$. We validate that removing edges via top edge centrality scores effectively reduces infections. Figure 3 shows the benefit compared with uniform reduction.

**3.2 Global optimization via iterative greedy** We now develop the Frank-Wolfe edge centrality minimization algorithm, or Frank-Wolfe-EC, specified in Algorithm 1. The high-level idea is iteratively applying a greedy selection of edges with the highest edge centrality scores while recomputing the scores:

- **Input:** The primary inputs are graph $G$ with weight matrix $W$, an arbitrary budgeted reduction amount $B$, and an arbitrary rank $r \leq n$.
- **Output:** An $n$ by $n$ weight matrix $M$ with reduced edge weights from $W$. 
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Derivation of the algorithm: At every iteration $t$ from 1 to $T$, let $M_t$ be the currently modified weight matrix. Let $\nabla f(M_t)$ be the gradient of $f(M_t)$. The Frank-Wolfe algorithm [10, 19] computes a descent direction of $M_t$ by minimizing the correlation between the gradient and the iterate subject to the same constraints as problem (2.1):

\begin{equation}
G^*_t \leftarrow \arg\min_X \langle X, \nabla f(M_t) \rangle = \text{Tr} \left[ \nabla f(M_t)^\top X \right]
\end{equation}

\begin{align}
&\text{s.t. } \sum_{(i,j) \in E} \left( W_{i,j} - X_{i,j} \right) \leq B \\
&0 \leq X_{i,j} \leq W_{i,j}, \forall (i,j) \in E, \\
&X_{i,j} = 0, \forall (i,j) \notin E.
\end{align}

The core of our approach is to prove that the optimal descent direction for problem (3.4) is essentially by removing edges via top edge centrality scores. Let $X$ be the best rank-$r$ approximation of $M_t$. Let $(i_1, j_1), (i_2, j_2), \ldots, (i_m, j_m)$ be the edges in descending order of their edge centrality scores, where $m$ is the number of edges in the graph. Consider the first $k$ edges whose total weight exceeds the reduction budget $B$. Then, the weight of the first $k - 1$ edges is reduced to zero. The weight of the last edge decreases with the remaining budget.

Let us call this procedure Top-K-EdgeCentrality (cf. Alg. 1). The following result proves that this greedy procedure yields an optimal solution to problem (3.4)!

**Theorem 3.1.** The optimal solution $G^*_t$ (cf. 3.4) is equal to the output of Top-K-EdgeCentrality($W, B; M_t$).

The proof can be found in Appendix A. After finding the descent direction $G^*_t$, the next step of the Frank-Wolfe algorithm is setting a learning rate $\eta_t$ in a range between 0 and 1. This follows standard procedures from the Frank-Wolfe algorithm [19]. See Algorithm 1 for the complete pseudo code.

Running time analysis: Next, we examine the number of iterations needed for Alg. 1 to converge to the global optimum of problem (2.1). A well-established result is that for convex objectives, the Frank-Wolfe algorithm will converge to the global minimum under mild conditions [19]. Note that objective (2.1) is indeed convex. Therefore, our algorithm will provably converge to the global minimum of problem (2.1), denoted as $f^{\text{OPT}}$.

**Theorem 3.2.** Let $\kappa$ be the minimum of $\lambda_r(M_t) - \lambda_{r+1}(M_t)$ over $t = 0, 1, \ldots, T - 1$. Assume that $\kappa$ is strictly positive. Then, the following holds for $M_T$:

\begin{equation}
f(M_T) - f^{\text{OPT}} \leq \frac{\alpha_2}{T} \left( \sum_{(i,j) \in E} W_{i,j}^2 \right)^{1/2},
\end{equation}

where $\alpha_2 = \kappa^{-1} r^{1/2} \left( \max_{t=1}^T \lambda_1(M_t) \right)^{1/2} + r + C$, for a fixed value $C > 0$.

The convergence rate of $O(T^{-1})$ in statement (3.5) is obtained following recent literature (e.g., [14]). This result guarantees that our algorithm will converge to the global minimum solution under mild conditions. See Appendix A for the proof. The constants inherited from the previous guarantee in statement (3.5) can be quite large. However, in our experiments, we observe that less than 30 iterations are sufficient for the algorithm to converge (at the global optimum).

To recap, the running time of our algorithm is $T$ times the running time of each iteration, including:

- Computing a truncated rank-$r$ SVD of a sparse matrix with $m$ nonzeros; this requires a time complexity of $O(mr \log(m))$ [18].
- Sorting an array of size $m$; this requires $O(m \log(m))$ time complexity.

By comparison, running a linear program solver for problem (3.4) requires at least $O(mn)$ time complexity [19]. Thus, our approach is most efficient for small $r$. 

Figure 3: Comparison of greedy selection and uniform edge-weight reduction on a mobility network. Top-K-EC is more effective in reducing the infected proportion throughout the SEIR model simulation. Moreover, the groups and the points of interest in the graph both follow heavy-tailed degree distributions, supporting our selection using edge centrality scores.
3.3 Optimization on time-varying networks
Our study has focused on mitigating the spread in a static network. Another consideration is that the network topology evolves over time. Therefore, an important question is how to tackle such temporal evolution. Next, we show how to extend our optimization algorithm to time-varying networks.

Derivation of the algorithm: Let the weight matrices of a sequence of graphs be denoted as \( W = \{W^{(1)}, W^{(2)}, \ldots, W^{(s)}\} \). Motivated by the work of Prakash et al. [23] which shows the epidemic threshold of time-varying networks, we extend the eigenvalue minimization problem on time-varying networks. Let \( \mathcal{M} = \{M^{(1)}, M^{(2)}, \ldots, M^{(s)}\} \) be a sequence of modified weight matrices. We aim to find \( \mathcal{M} \) that shrinks the largest eigenvalues of the product matrix:

\[
\min_{\mathcal{M}} \quad f(\mathcal{M}) = \sum_{k=1}^{r} \left( \lambda_k \left( \prod_{t=1}^{s} M^{(t)} \right) \right)^2 \\
\text{s.t.} \quad \sum_{t=1}^{s} \sum_{(i,j) \in E^{(t)}} (W_{i,j}^{(t)} - M_{i,j}^{(t)}) \leq B \\
\quad 0 \leq M_{i,j}^{(t)} \leq W_{i,j}^{(t)}, \forall (i,j) \in E^{(t)}, t = 1, \ldots, s, \\
\quad M_{i,j}^{(t)} = 0, \quad \forall (i,j) \notin E^{(t)}, t = 1, \ldots, s.
\]

Above, \( E^{(t)} \) represents the set of edges in the \( t \)-th graph of the sequence. Based on Prakash et al. [23, Theorem 2], the weight matrix that determines the epidemic threshold process in time-varying networks is the joint product of each weight matrix in the sequence:

\( X = \prod_{t=1}^{s} M_{i,j}^{(t)} \). This is why we minimize the largest eigenvalues of the product matrix in \( f(\mathcal{M}) \).

Following Lemma 3.1, we derive the gradient of the largest \( r \) eigenvalues of \( X^\top X \) with respect to \( M_{i,j}^{(t)} \), for any \( 1 \leq i,j \leq n \). By the chain rule, we have:

\[
\frac{\partial f(\mathcal{M})}{\partial M_{i,j}^{(t)}} = \left( \frac{\partial}{\partial X} \right) \frac{\partial f(\mathcal{M})}{\partial (X)} = \left( \frac{\partial}{\partial X} \right) \left( \sum_{k=1}^{r} \lambda_k (X)^2 \right) = \frac{\partial}{\partial X} X_{i,j} \left( \sum_{k=1}^{r} \lambda_k (X)^2 \right).
\]

Notice that the first term above on the right is precisely the edge centrality scores we have derived in Lemma 3.1. The second term is the product of the rest of the weight matrices in \( W \) except that \( M^{(t)} \) is replaced by an indicator matrix, which is the derivative of \( M^{(t)} \) with respect to its \( (i,j) \)-th entry. Let \( \bar{X}_t = U_t D_t V_t^\top \) be the rank-\( r \) SVD of \( X_t \). We get (cf. Appendix A):

\[
\frac{\partial f(\mathcal{M})}{\partial M_{i,j}^{(t)}} = 2 \left( \prod_{k=1}^{r-1} M_{i,j}^{(k)} \right)^\top \bar{X}_t \left( \prod_{k=t+1}^{s} M_{i,j}^{(k)} \right)^\top.
\]

Matrix (3.8) encodes the edge centrality scores for every edge of \( E^{(t)} \), at any step \( t \). Thus, we can develop an algorithm for time-varying networks as the static case. The complete procedure is described in Algorithm 2.

Running time analysis: Similar to Theorem 3.2, one can then prove that Algorithm 2 is guaranteed to converge to the optimum solution of problem (3.6) at the rate of \( O(T^{-1}) \) after \( T \) iterations. The details of this extension can be found in Appendix A.
4 Experiments

We evaluate our proposed approaches on a range of weighted graphs and mobility networks. Our experiments seek to address the following questions: First, does our approach reduce the infections and the largest singular values well compared to methods from prior works? Second, what are the effects of each component in our approach, e.g., setting the rank $r$, running iterative greedy selection, and setting the budget? Third, does our approach run efficiently in practice? We present positive results to answer these three questions, validating the practical benefit of our algorithm.

4.1 Experimental setup

Datasets. We use three weighted graphs in our model simulations on static networks: (i) An airport traffic network of flights among commercial airports in the world. (ii) A trust network of users on the Advogato platform; (iii) A trust network of users on a Bitcoin platform. The edge weights in the Airport network denote the number of flight routes between two airports. Edge weights in the last two networks denote different levels of declared trust among users. The edge weights on the Advogato network are between 0 and 1. The edge weights on the Bitcoin network are between 0 and 1.

Besides, we use eight mobility networks constructed with the procedure described in Chang et al. [5]. We generate the mobility networks based on mobility patterns of eight cities. The edge weights denote the amount of population that moves from a group to a location from March 2, 2020, to May 10, 2020. Overall, the mobility patterns cover 25,341 census block groups with over 65 million people and 147,638 points of interest. We report the statistics of the mobility networks in Table 1. We defer a comprehensive discussion of the construction procedure to their paper.

For time-varying networks, we use two sequences of weighted trust networks from Bitcoin-Alpha and Bitcoin-OTC platforms. Each sequence contains ten trust relationship networks corresponding to five periods. The edge weights are processed in the same way as in the static Bitcoin network. We also construct time-varying mobility networks corresponding to ten weeks of the same period above for Chicago and Houston. We describe data sources for the networks in Appendix C.

Baseline methods. The experiments of spreading on static networks involve the following baseline methods: (1) K-EdgeDeletion: Delete a set of edges with the highest edge centrality scores according to the best rank-1 approximation of $W$ [27]. (2) Weighted reduction: Reduce the weight of every edge by a ratio that is proportional to its weight. (3) Uniform reduction: Uniformly reduce the weight of every edge by the same fraction. (4) Max occupancy capping: Reduce the cumulative weights at each POI proportional to its max occupancy. (5) Capping by POI category: Cap the maximum occupancy of a particular category of POIs. The last three baselines are adapted from Chang et al. [5].

For time-varying networks, we consider a similar set of baseline methods, including uniform reduction, weighted reduction, and the K-EdgeDeletion method [27]. The difference from methods on static networks is that edge weight reduction strategies are applied to all edges in the sequence of networks.

Implementation. We simulate an SEIR model on each weighted network. On weighted graphs, a node can get infected by its infectious neighbors with a probability equal to the edge weight times the transmission rate. We use a transmission rate 0.05 and an initial exposed ratio 0.01. On mobility networks, we follow the procedure of Chang et al. [5] to simulate a metapopulation SEIR model in each network where one SEIR model is instantiated for each CBG. We calibrate the parameters of SEIR models so that the simulated cases approximate the reported cases from New York Times COVID-19 data. Besides, we also evaluate our algorithm on other variants of epidemic models, including SIR and SIS with the same parameters. We describe the simulation setup details in Appendix C. For completeness, a brief description of the epidemic models is provided in Appendix B.

In Algorithm 1 and 2, we search the rank parameter $r$ in $[1, 50]$ and the number of iterations in $[5, 30]$. For each result reported in Section 4, we search the two hyper-parameters 50 times. We use an edge-weight reduction budget as 5% of the total edge weights. Results of using other budget amounts are consistent and are discussed in Section 4.3. We use 30 values from the range of $[10^{-3}, 10^{-1}]$ as the range of learning rate $H$. For weighted graphs, we directly use the weight matrix as $W$. For mobility networks, we compose the weight matrix $W$ by multiplying the bipartite network matrix and its transpose. All the experiments are conducted on an AMD 24-Core CPU machine.

4.2 Experimental results

We show that both of our algorithms are effective in controlling infections by reducing the largest singular value on a range of static and time-varying networks. We observe consistent results across various epidemic models, including SEIR, SIR, and SIS models.

- **Drop in the largest singular value:** Figure 1 illustrates the largest singular value of the modified weight matrix of the three weighted graphs. FRANK-
WOLFE-EC reduces the largest singular value more than baselines by 11.4% on average. Additionally, Table 1 reports the largest singular value of modified mobility networks. Frank-Wolfe-EC is 30.7% more effective than the best baseline on average.

- **Reduced number of infections**: Figure 1 compares our algorithm to baseline intervention strategies on three weighted graphs. Overall, our algorithm reduces the number of infected nodes by 10.4% more than baselines on average. Table 1 compares the total number of infected populations on eight mobility networks. Note that our outperform other baselines by 30.1% on average and up to 80.3%.

- **Results for time-varying networks**: We find that on time-varying networks, Frank-Wolfe-TV also outperforms other baselines. The number of infections is smaller by 6.9% averaged over both time-varying weighted graphs and mobility networks.

- **Simulation using SIS and SIR**: We show that our approach also helps reduce infections in SIR and SIS epidemic models. We observe that Frank-Wolfe-EC reduces the number of infections by 14.7% and 10.8% more on average over the eight static mobility networks, respectively.

4.3 **Ablation studies** We ablate the parameters in our approach and provide further insights into properties of our algorithm.

- **Benefit of choosing ranks**: Recall that our algorithm requires specifying the rank $r$—the number of top singular values—in Equation 2.1. We hypothesize that varying the rank $r$ would lead to different intervention results. We ablate the performance of our algorithm by using different $r$ in a range of [1, 50]. The results show that the performance of the best choice $r$ outperforms using $r = 1$ by 40.2% averaged over all networks. This result justifies our formulation of the network intervention problem as an optimization for the sum of largest-$r$ singular values instead of only the largest single value.

- **Benefit of being iterative**: The greedy selection algorithm Top-k-EC can be viewed as a special case of Frank-Wolfe-EC with $T = 1$. Notice that the iterative approach is necessary to get the observed empirical performance. In Table 1, Frank-Wolfe-EC outperforms Top-k-EC by 31.4% on average, and the largest singular value is reduced by 33.1% more.

- **Varying budget $B$**: We have also observed similar results by varying the budget for mobility reduction. We vary the budget from 1% to 20% using the New York mobility network. We find that our algorithm outperforms the baselines consistently using different budgets, similarly for the largest singular value. Interestingly, when the level of budget is small (e.g., 1%), Frank-Wolfe-EC reduces the largest singular value more significantly than baseline methods.
Frank-Wolfe algorithm and its theoretical property are well-studied in the machine learning and optimization literature (see, e.g., Jaggi [14], Tajima et al. [26], and the references therein). We observe a connection between edge centrality and gradients which significantly speeds up the Frank-Wolfe algorithm compared with a naive implementation using a linear program solver. One relevant application for our approach is to consider node-level intervention measures. For mobility networks, reducing the weight of a node means restricting a particular group or location’s mobility. Our approach can be naturally extended to node-level reduction by similarly deriving node centrality scores as gradients. Besides, there are also methods for speeding up eigenscore computation on dynamic graphs [7]. It is conceivable that one could combine this method with our approach to achieve the best of both worlds. Finally, there are studies on the design of vaccine distribution for pandemic control [32, 25] and optimization for network robustness [4]. It would be interesting to use the new tools developed in this paper to study these related problems.

6 Conclusion

This work considered controlling diffusion processes on weighted graphs. We study minimizing the largest eigenvalues of the graph and design an efficient algorithm that is guaranteed to converge to the global minimum. We observe a connection between edge centrality scores and gradients, which provides a new way to derive spectral optimization algorithms on graphs. We show how to derive them for static and time-varying networks. Experiments show that our algorithms are effective on various epidemic models and weighted graphs.

We mention two open questions for future work. First, it would be interesting to better understand the metapopulation SEIR model of Chang et al. [5] such as its epidemic threshold. Second, it would be interesting to better understand how eigenvalues affect the diffusion process besides \( \lambda_1 \). We hope our work inspires further algorithmic and theoretical studies about epidemics.
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A Proofs

This section lays out the proofs for our statements in Section 3. First, we prove the connection between edge centrality and gradients.

Proof of Lemma 3.1. Consider a singular value \( \lambda_k \) of \( X \), for any \( k \). Let \( \vec{u}_k \) and \( \vec{v}_k \) be the left and right singular vectors of \( X \) corresponding to \( \lambda_k \), respectively. By the chain rule, it suffices to show that \( \frac{\partial \lambda_k(X)}{\partial X_{i,j}} = \vec{u}_k(i) \cdot \vec{v}_k(j) \).

First, we have \( \vec{u}_k^\top X = \lambda_k \vec{v}_k^\top \). We differentiate over \( X \) on both sides of the above equation:

\[
(A.1) \quad d(\vec{u}_k^\top)X + \vec{u}_k d(X) = d(\lambda_k)\vec{v}_k^\top + \lambda_k d(\vec{v}_k^\top).
\]

Since \( \vec{v}_k \) is a unit length vector,

\[
(A.2) \quad d(\|\vec{v}_k\|^2) = 2(\vec{v}_k, d(\vec{v}_k)) = 2 d(\vec{v}_k^\top)\vec{v}_k = 0.
\]

Thus, by multiplying both sides of equation (A.1) with \( \vec{v}_k \), we get

\[
(A.3) \quad d(\vec{u}_k^\top)X\vec{v}_k + \vec{u}_k^\top d(X)\vec{v}_k = d(\lambda_k)\vec{v}_k^\top \vec{v}_k + \lambda_k d(\vec{v}_k^\top)\vec{v}_k,
\]

which is equal to \( d(\lambda_k) \) since equation (A.2) holds and \( \vec{v}_k \) is a unit length vector. Looking at equation (A.3), we observe

\[
(A.4) \quad d(\vec{u}_k^\top)X\vec{v}_k = d(\vec{u}_k^\top)\lambda_k \vec{v}_k = \lambda_k d(\vec{u}_k^\top)\vec{v}_k = 0,
\]

where the last step follows similarly to equation (A.2), since \( \vec{u}_k \) is also a unit length vector. In summary, we have shown \( \vec{u}_k^\top d(X)\vec{v}_k = d(\lambda_k) \). This implies that the derivative of \( \lambda_k \) over \( X_{i,j} \) is equal to \( \vec{u}_k(i) \cdot \vec{v}_k(j) \). Since this holds for any \( k \), we thus conclude that equations (3.2) and (3.3) are both true. \( \square \)

Second, we prove that greedy selection is optimal for the inner loop of the Frank-Wolfe algorithm.

Proof of Theorem 3.1. By Lemma 3.1, for every edge \((i, j) \in E\), the gradient of \( f(M_t) \) over this edge is given by the edge centrality scores. Since \( X_{i,j} = 0 \) for any \((i, j) \notin E\), the optimization objective is:

\[
(A.5) \quad \langle X, \nabla f(M) \rangle = \sum_{(i,j) \in E} 2X_{i,j} \left( \sum_{k=1}^{r} \lambda_k \cdot \vec{u}_k(i) \cdot \vec{v}_k(j) \right).
\]
Above, each variable $X_{i,j}$ is multiplied precisely by the edge centrality of the edge $(i,j)$ (cf. line (15)). Consider minimizing the equivalent objective (A.5) with the constrains of Problem (3.4). The minimizer, $G^*_t$, is achieved by reducing the weight of the edges with the highest edge centrality to zero until the budget $B$ gets exhausted. This is precisely the procedure of Top-K-EC from lines (15)-(17). Thus, we have proved this result. □

Third, we derive the convergence guarantee of Algorithm 1.

**Proof of Theorem 3.2.** We complete the convergence analysis of our algorithm. First, we show that the objective function $f(M)$ is convex in $M$. Second, we invoke the result of Jaggi [14], specifically Lemma 7 and Theorem 1, which show that as long as the gradient $\nabla f(M)$ is Lipschitz-continuous and the constraint set has bounded diameter, the Frank-Wolfe algorithm will converge to the optimum at a rate of $O(\frac{1}{t})$ after $t$ iterations.

We first show that the sum of top singular values $g(M) = \sum_{k=1}^{r} \lambda_k(M)$ is convex. With the variational characterization of singular values, $g(M)$ is equal to

$$
(A.6) \quad g(M) = \max_{U^TU=V^TV=I_d, \ U, V \in \mathbb{R}^{n \times r}} \langle UV^T, M \rangle.
$$

Thus, for any $n$ by $m$ matrix $M_1, M_2$, and any $\alpha \in [0,1]$, let $\tilde{U}$ and $\tilde{V}$ be the maximizer of the above for $f(\alpha M_1 + (1-\alpha)M_2)$. Therefore,

$$
g(\alpha M_1 + (1-\alpha)M_2) = \langle \tilde{U} \tilde{V}^T, \alpha M_1 + (1-\alpha)M_2 \rangle
\leq \alpha \langle \tilde{U} \tilde{V}^T, M_1 \rangle + (1-\alpha) \langle \tilde{U} \tilde{V}^T, M_2 \rangle
\leq \alpha g(M_1) + (1-\alpha)g(M_2),
$$

which implies that $g(M)$ is convex. Next, we show that $f(M)$ is convex. For any $\alpha \in [0,1],$

$$f(\alpha M_1 + (1-\alpha)M_2) = g\left((\alpha M_1 + (1-\alpha)M_2)^T(\alpha M_1 + (1-\alpha)M_2)\right)
\leq \alpha^2 g(M_1^TM_1) + (1-\alpha)^2 g(M_2^TM_2) + 2\alpha(1-\alpha)g(M_1^TM_2).
$$

Let $\tilde{U}$ and $\tilde{V}$ be the maximizer of (A.6) for $M_1^TM_2$. We have

$$2g(M_1^TM_2) = 2\langle \tilde{U} \tilde{V}^T, M_1^TM_2 \rangle = 2\langle M_1 \tilde{U}, M_2 \tilde{V} \rangle
\leq \left\|M_1 \tilde{U}\right\|_F^2 + \left\|M_2 \tilde{V}\right\|_F^2 = \langle M_1^TM_1, \tilde{U} \tilde{U}^T \rangle + \langle M_2^TM_2, \tilde{V} \tilde{V}^T \rangle
\leq g(M_1^TM_1) + g(M_2^TM_2).
$$

Therefore, $f(\alpha M_1 + (1-\alpha)M_2)$ is less than $\alpha \cdot g(M_1^TM_1) = \alpha \cdot f(M_1)$ plus $(1-\alpha) \cdot g(M_2^TM_2) = (1-\alpha) \cdot f(M_2)$.

Second, we verify that $\nabla f(M)$ is $\alpha_2$ Lipschitz-continuous in the Frobenius norm. The proof is based on matrix perturbation bounds. Let $\tilde{M} = M + E$ be a perturbation of $M$. Let $M_r = U_r D_r V_r^T$ be the top-$r$ SVD of $M$. Let $\mu_1$ be the largest singular value of $M$. Let $\tilde{M}_r = \tilde{U}_r \tilde{D}_r \tilde{V}_r^T$ be the top-$r$ SVD of $\tilde{M}$. First, consider $\|E\|_2 \leq \kappa/2$. By matrix perturbation bounds on the truncated SVD of a matrix (e.g., Theorem 1 of Vu et al. [29]; the condition is satisfied since $\kappa$ is the spectral gap between the $r$-th and $(r+1)$-th largest singular values), we have

$$
\|M_r - \tilde{M}_r\|_F^2 \leq 2\|E\|_F^2 + \frac{4\lambda_2^2}{\kappa^2}\|E\|_F^2 + C\|E\|_F^2.
$$

When $\|E\|_2 \geq \kappa/2$, notice that

$$
\|M_r - \tilde{M}_r\|_F^2 = \|U_r D_r V_r^T - \tilde{U}_r \tilde{D}_r \tilde{V}_r^T\|_F^2
\leq 2\|D_r\|_F^2 + 2\|\tilde{D}_r\|_F^2
\leq 2r \lambda_1^2 + 2r(\lambda_1 + \|E\|_2)^2,
$$
which is at most $2r(3r^2 + 2\|E\|_2^2)$. The step above uses the Weyl’s Theorem that $\|D_r - \tilde{D}_r\|_2 \leq \|E\|_2$. Taken together, we conclude that $\nabla f(M)$ must be

$$
\sqrt{\max \left( 2 + \frac{4\lambda^2}{\kappa_1^2} + C_{1}, \frac{24r \cdot \lambda^2}{\kappa_2^2} + 4r \right)}
$$

Lipschitz-continuous. Lastly, the diameter of the constraint set is at most $\sqrt{\sum_{(i,j) \in E} W_{i,j}^2}$, since for every $(i, j) \in E$, the search space is bounded between 0 and $W_{i,j}$. Taken together, we have proved that $f(M)$ is convex, $\nabla f(M)$ is $\alpha_2$ Lipschitz continuous, and the diameter of the constrained space of problem (2.1) is $\sqrt{\alpha_1 / 8}$.

Using Lemma 7 and Theorem 1 of Jaggi [14], the proof is complete. \hfill \Box

### Extension to time-varying networks.
Notice that the time-varying extension is a special case of the above result. Therefore, the same convergence rate of $O(T^{-1})$ holds for Algorithm 2 towards the global optimum of problem (3.6).

Lastly, we derive the gradient of the largest $r$ eigenvalues of $X^\top X$ where $X$ is the product of the weight matrices in the sequence of time-varying networks (cf. Section 3.3).

#### Derivation of Equation 3.8.
Let $\{M^{(1)}, M^{(2)}, \ldots, M^{(s)}\}$ be a sequence of modified weight matrices and $X = \prod_{t=1}^{t} M^{(t)}$. Following Lemma 3.1, we derive the gradient of the largest $r$ eigenvalues of $X^\top X$ with respect to $M^{(t)}$, for any $1 \leq i, j \leq n$. By the chain rule, we have:

$$
\frac{\partial f(M)}{\partial M^{(t)}_{i,j}} = \left( \frac{\partial \left( \sum_{k=1}^{n} \left( \lambda_k(X) \right)^2 \right)}{\partial X} \right) \cdot \frac{\partial X}{\partial M^{(t)}_{i,j}}.
$$

Notice that the first term above on the right is precisely the edge centrality scores we have derived in Lemma 3.1. The second term is essentially the product of the rest of the weight matrices in $W$ except that $M^{(t)}$ is replaced by an indicator matrix, which is the derivative of $M^{(t)}$ with respect to its $(i, j)$-th entry.

Let $X_r = U_rD_rV_r^\top$ be the rank-$r$ SVD of $X$. Let the product of weight matrices from $1$ to $t - 1$ as $A = \prod_{k=1}^{t-1} M^{(k)}$ and the product of weight matrices from $t + 1$ to $s$ as $B = \prod_{k=t+1}^{s} M^{(k)}$. $A$ is equal to identity matrix when $t = 1$, and $B$ is equal to identity matrix when $t = s$. Let $J_{i,j}$ as a single-entry indicator matrix where its $(i, j)$-th entry is $1$ and rest of entries are equal to $0$. Then, we can rewrite the gradient as follows:

$$
\frac{\partial f(M)}{\partial M^{(t)}_{i,j}} = 2 \left( X_r, AJ^{i,j}B \right) = 2 \sum_{1 \leq p, q \leq n} (X_r)_{p,q}(AJ^{i,j}B)_{p,q} = 2 \left( \sum_{1 \leq p, q \leq n} (X_r)_{p,q}A_{p,i}B_{j,q} = 2 \left( A^\top X_r B^\top \right)_{i,j} \right)
$$

Thus, we get the gradient of $f(M)$ with respect to the weight matrix $M^{(t)}$ as follows:

$$
\frac{\partial f(M)}{\partial M^{(t)}_{i,j}} = 2A^\top X_r B^\top = 2 \left( \prod_{k=1}^{t-1} M^{(k)} \right)^\top X_r \left( \prod_{k=t+1}^{s} M^{(k)} \right)^\top.
$$

The derivation of statement (3.8) is now completed. \hfill \Box

### B Epidemic Models
We provide a description of the epidemic models that are considered in our experiments. One widely used model of epidemic spread is the SEIR compartmental model. An SEIR model uses four compartments to capture a spreading process: Susceptible (S), Exposed (E), Infected (I), and Recovered (R). Every node must belong to one of the four states during the process. At every time $t$,

- $S^{(t)}$ denotes the set of susceptible nodes at time $t$. A node may get exposed if its incoming neighbors are infectious. The probability depends on the edge weights and the virus transmission rate.
- $E^{(t)}$ denotes the nodes who have been exposed to the virus but are not infectious at time $t$. In expectation, a node remains exposed for $\delta_E$ periods.
- $I^{(t)}$ denotes the nodes who are infectious at time $t$. Each node remains infectious for $\delta_I$ periods in expectation.
- $R^{(t)}$ denotes the nodes who have recovered at time $t$.

For weighted graphs, we simulate an SEIR model. At each time $t$, we calculate the infection probability for node $i$ based on the edge weights and transmission rate $\beta_{\text{Base}}$:

$$p_i = 1 - \prod_{(i,j) \in E} \max \left( 1 - W_{i,j} \beta_{\text{base}}, 0 \right).$$

For mobility networks, we follow the procedure in Chang et al. [5] to simulate the metapopulation SEIR model. At time $t$, the transitions between the four states (for $c_i$) are sampled as follows:

\begin{align*}
N_{S_{c_i} \rightarrow E_{c_i}}^{(t)} & \sim \text{Poisson} \left( \frac{S_{c_i}^{(t)} \lambda^{(t)}}{N_{c_i}} \right) + \text{Binomial} \left( S_{c_i}^{(t)}, \lambda_{c_i}^{(t)} \right), \\
N_{E_{c_i} \rightarrow I_{c_i}}^{(t)} & \sim \text{Binomial} \left( E_{c_i}^{(t)} \frac{1}{\delta_E} \right), \\
N_{I_{c_i} \rightarrow R_{c_i}}^{(t)} & \sim \text{Binomial} \left( I_{c_i}^{(t)} \frac{1}{\delta_I} \right),
\end{align*}

where $\lambda^{(t)}$ is the aggregate transmission rate over the points of interest; $\lambda_{c_i}^{(t)}$ is the base transmission rate within $c_i$; $\delta_E$ represents the mean latency period; $\delta_I$ is the mean infectious period.

In equation (B.10), $\lambda_{c_i}^{(t)}$ is given by the product of the base transmission rate $\beta_{\text{base}}$ and the proportion of infectious individuals in CGB $c_i$: $\lambda_{c_i}^{(t)} = \beta_{\text{base}} \frac{I_{c_i}^{(t)}}{N_{c_i}}$. The infection rate across all the POIs is

$$\lambda^{(t)} = \sum_{j=1}^{n} \lambda_{p_j}^{(t)} W_{i,j}^{(t)}; \quad \lambda_{p_j}^{(t)} = \beta_{p_j}^{(t)} \frac{I_{p_j}^{(t)}}{\sum_{j=1}^{m} W_{i,j}^{(t)}},$$

where $\lambda_{p_j}^{(t)}$ is the infection rate for POI $p_j$ at time $t$. $\beta_{p_j}^{(t)}$ is the transmission rate at POI $p_j$ and $I_{p_j}^{(t)}$ is the number of infectious individuals in $p_j$ at time $t$. The parameters are estimated as follows. (i) $\beta_{p_j}^{(t)}$ is estimated by the physical area of $p_j$: $\beta_{p_j}^{(t)} = \psi \frac{d_{p_j}^2}{a_{p_j}} \frac{V_{p_j}^{(t)}}{V_{p_j}^{(0)}}$ in which $\psi$ is a transmission constant; $a_{p_j}$ is the physical area of $p_j$; $V_{p_j}^{(t)} = \sum_{i=1}^{m} W_{i,j}^{(t)}$ represents the number of visitors to $p_j$ at time $t$. (ii) $I_{p_j}^{(t)}$ is estimated in proportion to the infectious population from each CBG and their number of visits to $p_j$: $I_{p_j}^{(t)} = \sum_{k=1}^{m} \frac{I_{c_k}^{(t)} W_{k,j}^{(t)}}{N_{c_k}}$.

There are many variants of the SEIR model (cf. Prakash et al. [22]). We consider SIR and SIS that share similar spreading process as the SEIR model. We describe their differences as follows. The SIR model uses three compartments as the SEIR model except the exposed state. It assumes that there is no latent period of the disease. Nodes are capable of infecting susceptible nodes directly after being infected. The SIS model uses two states (Susceptible and Infectious) in a spreading process. It assumes that recovery does not bring immunity and nodes who have recovered will become susceptible again.

C Experiment Details

Simulation setup. For the weighted graphs, we simulate an SEIR model on each graph. We use a transmission rate $\beta_{\text{Base}} = 0.05$ and a initial exposed ratio $p_0 = 0.01$. To avoid infecting all the graph nodes, we simulate for 50 epochs. We use a slightly higher edge-weight reduction budget as 20% of the total edge weights because the average edge weight in these three graphs is smaller than the mobility networks.

For the experiments concerning mobility networks, we follow the procedures of Chang et al. [5] to simulate a metapopulation SEIR model in each network. We calibrate the parameters of the SEIR model following their method. On static mobility networks, we simulate 100 epochs to be consistent with the simulation of Chang et al. [5]. The results are consistent throughout the simulation. We compare the FRANK-WOLFE-EC algorithm with baseline methods using an edge-weight reduction budget as 5% of the total edge weights. The results of using other budget amounts are consistent. We use the same set of parameters for SIR and SIS model simulations.

On time-varying mobility networks experiments, we simulate the metapopulation SEIR model on a sequence of ten networks for 70 epochs or seven epochs for every network. We set the edge-weight reduction budget as 5% of the total edge weights of the sequence.
Table 3: **Left:** Dataset statistics for three weighted graphs. **Right:** Dataset statistics for four time-varying networks. Each time-varying network sequence has ten networks.

<table>
<thead>
<tr>
<th></th>
<th>Airport</th>
<th>Advogato</th>
<th>Bitcoin</th>
<th>Bitcoin-Alpha</th>
<th>Bitcoin-OTC</th>
<th>Chicago</th>
<th>Houston</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>7,977</td>
<td>6,541</td>
<td>3,783</td>
<td>3,783</td>
<td>5,881</td>
<td>32,390</td>
<td>38,895</td>
</tr>
<tr>
<td>Edges</td>
<td>30,501</td>
<td>51,127</td>
<td>24,186</td>
<td>24,186</td>
<td>35,591</td>
<td>975,569</td>
<td>1,586,683</td>
</tr>
<tr>
<td>Avg. edge weight</td>
<td>1.45</td>
<td>0.83</td>
<td>1.46</td>
<td>1.46</td>
<td>1.51</td>
<td>4.27</td>
<td>4.42</td>
</tr>
</tbody>
</table>

**Model validation.** We calibrate the following parameters for the metapopulation SEIR model on mobility networks: (i) the transmission constant in POIs, $\psi$; (ii) the base transmission rate, $\beta_{\text{base}}$; and (iii) the ratio of initial exposed people, $p_0$. We use grid search to find the parameters with the smallest root mean square error compared to the reported number of infected cases. We calibrate an SEIR model for every MSA independently. We compare the predicted cases of our simulated SEIR model with the reported cases from New York Times COVID-19 data. The root mean squared error of all the epochs is 295.17 averaged over eight mobility networks. The error is within 3% compared to the overall infected population which is at the scale of $10^4$. These results reaffirm the finding of Chang et al. [5].

**Data availability.** The three weighted graphs are available in the following sources: Airport$^1$, Advogato$^2$, and Bitcoin$^3$. The two weighted time-varying graphs are available in the following sources: Bitcoin-Alpha$^4$ and Bitcoin-OTC$^5$. We report the network statistics in Table 3. The mobility network data is freely available to researchers, non-profit organizations, and governments through the SafeGraph COVID-19 Data Consortium.$^6$ The construction of mobility networks requires the following data sources: (i) Mobility patterns from the Monthly Pattern$^7$ and Weekly Pattern datasets,$^8$ (ii) The geometry dataset,$^9$ and (iii) The Open Census. Dataset$^{10}$ The New York Times COVID-19-data is publicly available online.$^{11}$ The code for reproducing the experiments is available in the link below.$^{12}$

---

$^1$http://opsahl.co.uk/tnet/datasets/openflights.txt
$^2$https://downloads.skewed.de/mirror/konect.cc/files/download.tsv.advogato.tar.bz2
$^4$https://snap.stanford.edu/data/soc-sign-bitcoinalpha.csv.gz
$^5$https://snap.stanford.edu/data/soc-sign-bitcoinotc.csv.gz
$^7$https://docs.safegraph.com/docs/monthly-patterns
$^8$https://docs.safegraph.com/docs/weekly-patterns
$^9$https://docs.safegraph.com/docs/geometry-data
$^{10}$https://docs.safegraph.com/docs/open-census-data
$^{11}$https://github.com/nytimes/covid-19-data
$^{12}$https://github.com/lidongyue12138/Optimization-Edge-Centrality
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